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Abstract

This paper presents an initial architecture for articulatory syn-
thesis which combines a dynamical system for the control of
vocal tract shaping with a novel MATLAB implementation of
an articulatory synthesizer. The dynamical system controls a
speaker-specific vocal tract model derived by factor analysis of
mid-sagittal real-time MRI data and provides input to the artic-
ulatory synthesizer, which simulates the propagation of sound
waves in the vocal tract. First, parameters of the dynami-
cal system are estimated from real-time MRI data of human
speech production. Second, vocal-tract dynamics is simulated
for vowel-consonant-vowel utterances using a sequence of two
dynamical systems: the first one starts from a vowel vocal-tract
configuration and achieves a vocal-tract closure; the second one
starts from the closure and achieves the target configuration of
the second vowel. Third, vocal-tract dynamics is converted to
area function dynamics and is input to the synthesizer to gen-
erate the acoustic signal. Synthesized vowel-consonant-vowel
examples demonstrate the feasibility of the method.

Index Terms: articulatory synthesis, task dynamics, real-time
MRI, factor analysis, articulatory model, coarticulation

1. Introduction

Several attempts have been made in the past to synthesize
speech by inferring the dynamics of the area function and sim-
ulating the physics of the propagation of sound in the vocal
tract [1, 2, 3, 4]. One of the most prominent and comprehensive
such attempts is TaDA [5], from Haskins Laboratories, which
implements notions from the theories of Articulatory Phonol-
ogy [6] and Task Dynamics [7] to animate Mermelstein’s classic
model of the mid-sagittal vocal-tract geometry [8, 9].

Real-time magnetic resonance imaging (rtMRI) has en-
abled the acquisition of high-speed imaging data from the en-
tire vocal tract in unprecedented volumes [10, 11]. Advances in
automatic air-tissue segmentation and statistical factor analysis
of the air-tissue boundaries [12] have enabled the development
of individualized, speaker-specific, articulatory models. Such
factor-based models capture the natural deformations of a given
speaker’s articulators, in a way that is arguably more realistic
compared to generic, speaker independent models such as that
proposed by Mermelstein [8].

In previous work [13], we have developed a framework
to construct dynamical systems that deform such factor-based
models in order to achieve constrictions at various places of ar-
ticulation. The present work extends that framework to animate
such an articulatory model for VCV sequences. The resulting
vocal-tract dynamics is then converted to area-function dynam-
ics via a commonplace a3-model, which drives an articulatory
synthesizer to generate speech acoustics.
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The articulatory synthesizer we use is a novel MATLAB
implementation of the method proposed by Maeda to solve
in the time domain a time-varying lumped electrical network,
whose elements are functions of the dynamically changing
cross-sectional dimensions of the vocal tract, including the glot-
tis [14, 15]. Our synthesizer, accompanied by synthesis results,
is available online.'

This paper focuses on VCV sequences with oral voiced
consonants. Synthesis of unvoiced consonants requires a careful
modeling of the temporal coordination between the oral con-
striction and glottal abduction, which is a goal for future re-
search. Similar considerations apply to the coordination be-
tween oral constriction and velopharyngeal opening for nasals.

2. Methods
2.1. Articulatory Model

Mid-sagittal vocal-tract configurations are represented by
weighted sums of articulatory parameters obtained from rtMRI
data of the mid-sagittal slice [12]. The 460 sentences of the
MOCHA-TIMIT set [16] were spoken by the F1 speaker of the
USC-TIMIT database [17] and recorded with rtMRI at a rate
of 23.18 fps. Images of the mid-sagittal slice from these data
underwent an automatic segmentation algorithm [18] to obtain
a vocal-tract outline of 184 points on the mid-sagittal xy plane
that described 15 anatomical features.

A factor analysis [12] was applied to the coordinates of
these points to determine a set of constant factors that corre-
spond to speaker-specific linguistically meaningful articulatory
components (Fig. 1). Specifically, there is a factor for the jaw
movement, four additional degrees of freedom for the tongue
(after removal of the jaw contribution), two additional degrees
of freedom for the lips and an independent velum factor. Each
vocal-tract configuration is then compactly represented by a
vector of weights (or, control parameters of the articulatory
model) that correspond to the degree of deformation of each
factor, and can be used to accurately reconstruct the vocal tract.

2.2. Tract Variables

Constriction degrees were defined in previous work [13] to de-
termine the distance between surfaces of active and passive ar-
ticulators at the places of articulation specified in Fig. 2. For
each vocal-tract configuration, 6 such constriction degrees, or
tract variables, were computed as the minimum distance be-
tween opposing surfaces within the boundaries of each place
of constriction.

Tract variables were related to the articulatory parameters

Imttp://sail.usc.edu/span/artsyn2017 and submit-
ted as supplementary material.
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Figure 1: Factors of the articulatory model. Line segments de-
note mean and +2 standard deviations

described above using a locally-linear map defined by a hier-
archical clustering procedure, which associates tract variables
to the corresponding articulatory parameters at each frame of
the rtMRI video, linking constriction degrees to vocal-tract
shape. The hierarchical clustering algorithm estimates the for-
ward map [19, 20] G : R® — R, which maps articulatory
parameters to tract variables. The algorithm computes a tree
whose root node is the set of all observed articulatory param-
eter vectors in the dataset. A k-means subroutine starts at the
root and iteratively breaks nodes in two (i.e., k = 2). Chil-
dren in this tree are disjoint subsets of the parent and the union
of siblings is the parent. Nodes stop breaking either when a
child would contain fewer than 9 articulatory parameter vectors
(to prevent rank-deficiency in least squares estimation of G) or
when G maps the articulatory parameters of that node to tract
variables in R® approximately linearly (i.e., when G (w) esti-
mates z with a mean absolute error of less than A\ mm, where
A is a free parameter chosen to be 0.24 mm). Within each ter-
minal node, the algorithm uses least squares to estimate G, the
Jacobian J of G, and the time derivative J of the Jacobian. By
change of variables z = G(w), z = Jw, Z = Jw + Jw, ar-
ticulatory parameters could be converted to tract variables and
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Figure 2: Locations of constrictions considered in this study.
(Bilabial, alveolar, palatal, velar, pharyngeal, and velopharyn-
geal)

vice versa, allowing for inputs and outputs from the dynami-
cal system to be used as vocal-tract dynamics for articulatory
synthesis.

The forward map G allows us to describe vowel configu-
rations with articulatory parameters (weight vectors) and to de-
scribe the consonant configurations with tract variables (i.e., a
target constriction degree at one of the places of articulation in
Fig. 2). The linear map allowed these two representations to
interface in the dynamical system.

2.3. Dynamical System

The methodology used here was developed on the basis of Task
Dynamics [7] to achieve constrictions in the vocal tract by de-
forming an initial set of parameters to fit a target configuration.
A dynamical systems model was produced to achieve a target
vocal-tract shape by transforming the articulatory parameters
from the data into tract variables using the forward map, and
adjusting the degrees of constriction to control vocal-tract de-
formation [13]. The dynamical system finds an optimal defor-
mation from the initial vocal-tract shape represented by the ap-
propriate articulatory parameters, to the target constriction rep-
resented by the appropriate tract variables.

We describe change in the vector z of tract variables over
time with the differential equation Z = —K(z — z¢) — Bz,
where z is a vector of 6 tract variable targets and K and B are
6 x 6 diagonal matrices of stiffness and damping coefficients,
respectively [7]. For every sequence z(¢) of tract variable vec-
tors which solves the differential equation, we have infinitely
many sequences of articulatory parameter vectors which de-
scribe the mid-sagittal vocal-tract shape. We find one such path
w(t) by solving the differential equation w = J*(—BJw —
K(G(w) — z0))J*Jw. This follows from the change of vari-
ables z = G(w),z = Jw, % = Jw + Jw and from the
pseudoinverse J* of J from [7]. By consecutively solving two
such systems, setting the initial conditions of the second to the
target articulatory configuration of the first, we can animate the
articulatory model to produce VCV sequences.

The first system in the VCV sequence begins with a vocal-
tract configuration for a target V1 obtained from rtMRI data
by the speaker-specific articulatory model. Specifically, this
configuration is found as the average of the weights obtained
from all utterances of the given vowel in the MOCHA-TIMIT
dataset. The dynamical system then deforms that configuration
to achieve a specified constriction for the consonant C, which is
chosen from bilabial, alveolar, or velar. The final consonantal
configuration is then converted from its representation in tract
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Figure 3: Tract variables (degrees of constriction), for sequence
/adu/ and spectrogram of synthesized sequence.

variables to that of articulatory parameters, which are used as
the initial configuration to the second dynamical system. This
second system deforms the constricted vocal tract into the con-
figuration for the vowel V2 (again found as the average in the
dataset), whose articulatory parameters are converted into tract
variables. The output of both dynamical systems is a matrix of
articulatory weights with respect to time. This matrix represents
the changing vocal-tract shape throughout the VCV sequence as
a sum of the deformations of each articulatory component, and
can then be used as the basis of input to the MATLAB synthe-
sizer by specifying the area of the midsagittal slice at each point
in time.

2.4. Area Functions and Speech Acoustics

The articulatory parameter trajectories obtained from the dy-
namical system are then converted to area-function dynamics
and input to an articulatory synthesizer based on the simulation
developed by Maeda [14, 21]. The dynamic vocal-tract shape is
reconstructed from the articulatory parameter specifications and
converted to a dynamic area function by superimposing grid-
lines on the midsagittal slice which segment the vocal tract into
27 sections. The length x and cross-sectional area A of each
section are calculated where x is the distance between gridlines
and A = ax” fora specified value of « and f3 [22, 23, 24, 25].
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Figure 4: Parameters of the articulatory model for sequence
/adu/.

This information is converted into 27-dimensional arrays for A
and x that describe the area of the vocal tract throughout the
VCV sequence.

While area functions of the vocal tract are calculated di-
rectly from the dynamical system, controls describing the glot-
tal opening are developed empirically [15, 26]. Inputs to
Maeda’s synthesizer describing the glottis consist of a slow-
varying, non-vibrating component Ao added to a fast-varying
triangular glottal pulse with fundamental frequency FO and am-
plitude A, [27, 15]. The use of exclusively voiced consonants
in this work allow for A, to be held constant at 0.2 cm?, with
a smooth cosine transition to and from 0 at the beginning and
end of the sequence. Likewise, Ay is held constant at 0 cm?,
as there were no voiceless sounds. The FO trajectory is gen-
erated based on previously recorded VCV utterances from the
speaker, and could be further refined to fit the data provided by
the dynamical system. As nasal consonants were not synthe-
sized in this work, the area of the velopharyngeal port coupling
the nasal and oral cavities is set to 0, and the shape of the nasal
cavity is not considered.

The glottal specifications and area functions are input to
the synthesizer, which calculates the propagation of sound in a
time-varying lumped electrical transmission-line network spec-
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Figure 5: Temporal evolution of the mid-sagittal vocal-tract
shape for the sequence /adu/.

ified by the given area function dynamics. The acoustic equa-
tions through which the glottal signal is passed simulate a sys-
tem which can be solved at any point in space and time with
a backward substitution and elimination procedure, calculating
the pressure and volume velocity at each section of the vocal
tract. The volume velocity at the lips is differentiated along
time to provide the final speech signal.

3. Results

We animated VCV sequences with combinations of 3 vow-
els (/a/, /i/, /lu/) and 3 voiced plosive consonants (/b/, /d, /g/).
The constrictions achieved through the dynamical system pro-
vide inputs to the synthesizer that successfully produce audible
stops, with the area of the vocal tract reaching 0 cm? at the ap-
propriate place of articulation. As an illustrative example, for
the VCV /adu/, the constriction degree of the alveolar tract vari-
able reached 0 cm (Fig. 3) for about 70 ms, corresponding to
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a fairly natural-sounding voiced alveolar closure. As expected,
the other tract variables displayed no significant closures. The
generated result from the synthesizer is illustrated in the spec-
trogram in Fig. 3, with appropriate voicing and FO trajectories.

Fig. 4 shows the deformation of the articulatory compo-
nents used to create this sequence, represented by trajectories
of articulatory weights that are converted from the appropriate
tract variables, and illustrating that the tongue and jaw are the
main factors in creating and releasing the alveolar closure. The
dynamics of these components can be used to reconstruct and
reanimate the midsagittal slice as it changes over the course
of the VCV, as shown in Fig. 5. The vocal tract begins at an
open /a/ configuration, and by 170 ms the tongue and jaw have
achieved a full alveolar closure.

No formal perceptual evaluation was conducted, but subjec-
tively the utterances sounded appropriate; an alveolar closure
generated by the synthesizer was clearly distinguishable from a
bilabial or velar one. Most distinctively, the articulatory model
and dynamical system were able to accurately animate a closure
that was consistent throughout the synthesis architecture; from
the manipulation of the tract variables in Fig. 3, to the visual an-
imation in Fig. 5, and finally to the audible results generated by
the synthesizer: creating a constriction that successfully gener-
ated VCV acoustics with the synthesizer was a primary goal of
expanding and combining both frameworks. Further examples
can be found online (see Section 1).

4. Conclusion

We have presented an initial architecture for synthesizing VCV
sequences based on inputs to a dynamical system that are de-
rived from a factor-based articulatory model and deformed to
achieve a target consonantal constriction. Artificially gener-
ating these constrictions from rtMRI data allows for inputs to
Maeda’s synthesizer that achieve precise vocal-tract closures
while preserving naturalness.

The combination of these systems provides a promising
method for articulatory synthesis and can be expanded in the fu-
ture to include a more extensive set of VCVs. Voiceless conso-
nants can be generated given further refinement of the temporal
coordination between the articulation of the consonant and the
opening of the glottis, while nasal consonants can be achieved
given a specification of the nasal cavity shape and a similar tem-
poral coordination with the opening of the velopharyngeal port.

The experiments presented here are speaker-specific. We
have shown previously that factor-based articulatory models,
maps between tract variables and model control parameters, and
dynamical systems built with the methods proposed can capture
speaker-specific articulatory strategies [13]. It will be interest-
ing to explore to what extent synthesis results will also be dif-
ferent as a function of the modeled speaker.

It may be tempting to think of the methodology we pro-
pose here as a building block for a future fully-fledged articu-
latory text-to-speech synthesis system. For the time being, we
think more of its potential use as a tool for conducting analysis-
by-synthesis experiments under precise control of articulatory
dynamics and coordination, with a view to helping illuminate
speech production-perception links [28, 29].
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